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ABSTRACT

The growing demand for reliable and clean energy in remote regions necessitates innovative solutions that balance economic
viability and sustainability. This study proposes a novel cost-effective optimization framework for a hybrid microgrid integrating
photovoltaic (PV) panels, wind turbines (WT), waste-to-energy (WtE) systems based on FastOx gasification, diesel generators
(DG), and battery energy storage. The primary objective is to minimize the levelized cost of energy (LCoE) and greenhouse gas
emissions while ensuring energy reliability. A hybrid optimization approach utilizing particle swarm optimization (PSO) and grey
wolf optimization (GWO) is developed to determine the optimal sizing of system components. The methodology is applied to
a real-world case study in Halishahar, Bangladesh, incorporating local meteorological data and municipal solid waste profiles.
Simulation results show that GWO achieves the lowest LCoE of 0.221 $/kWh, outperforming PSO (0.223 $/kWh) and HOMER
software (0.468 $/kWh). Additionally, the integration of WtE reduces emissions and enhances energy diversity. Comparative
analyses validate the convergence and effectiveness of the proposed method, demonstrating its superiority in terms of techno-
economic and environmental performance compared to existing approaches. This research provides a practical pathway for the
sustainable deployment of microgrids in developing countries.

1 | Introduction power generation capacities that utilize renewable resources,
such as solar, wind, biomass, and hydrogen fuel, as well as
Global electricity demand is steadily rising due to the devel-  generators powered by fossil fuels, to meet demand. The inter-

opment and modernization of countries worldwide. Such a mittent nature of the dominant RE sources, for example, solar
rise in demand comes with a challenge in terms of ensuring  and wind, is a crucial issue for consideration before large-scale
a consistent and sustainable energy supply. Although fossil deployment [4-7]. Microgrids, small power systems comprising
fuel-based electricity production is easily accessible, it has con- various combinations of generation, storage systems, and loads
siderable environmental consequences and contributes to climate  that can be operated independently or through integration with
change. In response, renewable energy sources (RES) are gaining main utility grids, are suggested as a possible solution to the
popularity as the world requires additional energy and seeks a climate change problem through the utilization of renewable
sustainable and diverse range of energy options [1-3]. A hybrid resources. The small-scale grids utilize renewable energy sources,
renewable energy system (HRES) is a combination of various making the electricity supply reliable and efficient for customers.
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In literature, several advanced strategies have been proposed for
microgrid sizing and the efficient management of their energy
to make them economical and environmentally sustainable [8-
10]. Microgrids can be an excellent option for the citizens of
developing countries like Bangladesh [11], as many people in rural
areas and remote islands still don’t have access to a reliable flow
of electrical energy through the national grid. To deal with the
emissions of carbon dioxide (CO,) and other gases, researchers
suggested the utilization of WtE based renewable resources along
with other available resources for the electrification of the remote
and rural areas of developing countries.

Recent literature presents a diverse range of optimization
approaches and modeling tools for hybrid energy systems. For
instance, one study utilized a Monte Carlo simulation coupled
with a genetic algorithm to evaluate the uncertainty and opti-
mization of hybrid systems [1]. Although this approach effectively
quantifies risk and variability, it lacks practical deployment with
real WtE integration or region-specific resource availability. Some
studies have been conducted on the optimization of component
parameters and the management of energy in hybrid renewable
systems, including optimal sizing of a hybrid microgrid based
on typical scenarios considering meteorological variability [12], a
microgrid comprising of solar PV, diesel generator, wind turbine,
and battery bank system is tested against different weather con-
ditions for the location IRAN [13], a multi-objective optimization
of PV, wind, biomass and battery-based grid-integrated hybrid
renewable energy system [14], energy management system for a
grid-connected microgrid with PV and battery [15, 16], a multi-
objective energy management optimization for grid-connected
microgrids [17] and energy management for on-grid and off-grid
wind/PV and battery hybrid systems [18].

Table 1 shows the major findings and research gaps of some
previous works discussed above.

A few studies have incorporated waste into hybrid systems.
One study that proposed a waste-incorporated microgrid was
for pyrolysis and anaerobic gasification for different waste types
[21], while a distinct study was focused on identifying the
most effective algorithm for minimizing the total net present
cost of the system [22]. While alternative green technologies
are being explored-such as hydrogen production from PV and
hybrid energy systems [23]-they often demand high infrastruc-
ture investment and rigorous safety protocols. Conversely, WtE
solutions present a more regionally scalable and immediate
deployment opportunity [24, 25]. Financial and technical tools
have also been developed to aid in system sizing and economic
analysis. For example, reference [26] offers a tool for sizing and
cost analysis of battery systems, but it does not incorporate waste
utilization or consider environmental metrics like CO, emissions.
A more holistic evaluation is achieved when technical sizing is
combined with LCoE and emission minimization [27, 28]. Despite
the substantial progress in hybrid energy system optimization,
notable gaps remain:

* A lack of studies integrating WtE technologies with conven-
tional renewable microgrids (PV, wind, battery) and energy
management systems.

* Limited use of real-world datasets, especially in regions with
varying meteorological and waste characteristics

* A scarcity of benchmarking using multiple optimization
tools.

Few works focus on balancing energy, environmental, and
economic performances simultaneously [27-31]. Furthermore,
while some recent efforts have applied PSO-based optimization
to enhance energy and environmental performance in WtE
systems using gasification and solid oxide fuel cells [32], they
do not address the broader integration of WtE with a hybrid
RE-battery framework. Therefore, this study aims to bridge
these gaps by integrating FastOx-based WtE technology with
renewable energy components and storage systems, employing
real meteorological and municipal solid waste data. A combi-
nation of metaheuristic optimization and hybrid optimization
of multiple electric renewable (HOMER) simulation is used
to ensure both computational rigor and practical feasibility,
with a focus on minimizing LCoE and emissions, providing
a comprehensive, scalable, and environmentally sound energy
solution.

This study adopts a scenario-based approach to enhance WtE
integrated microgrid systems, aiming to reduce both the LCoE
and carbon emissions. Focusing specifically on the context of
Bangladesh, the research explores Meta-heuristic optimization
techniques alongside traditional and aftermarket HOMER-based
solutions. Meta-heuristic algorithms emerge as effective tools for
tackling the complexities inherent in optimizing hybrid renew-
able energy systems (HRES), even amidst vast and intricate search
spaces. Furthermore, the research underscores the significance of
economic feasibility and seeks validation through the utilization
of HOMER software. This software serves as a valuable tool
for implementing meta-heuristic algorithms in optimizing HRES
design, boasting a user-friendly interface and facilitating intuitive
specification of problem parameters. The major contributions of
the article are as follows:

* Formulation of HRES for energy management problem
considering regional renewable resources and load
demand.

* Integration of the WtE and energy storage resources into
the system while assessing capital expenditure and economic
feasibility.

* Deployment of two meta-heuristic optimization algorithms
alongside HOMER optimization to minimize LCoE and
reduce emissions.

The remaining parts of this research are structured in the
following manner. The microgrid mathematical form is shown
in Section 2, and Section 3 lays out the plan for managing
energy consumption. The objectives and objective functions are
outlined in Section 4 and the optimization methods are discussed
in Section 5. Section 6 discusses the selection of location, load
demand data, and other input data. The effectiveness of the
used algorithms is shown by a discussion of the results with the
statistical analysis in Section 7, and the conclusion is given at the
end in Section 8.
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TABLE 1 | Summary of literature review.

References Study Major findings Research gap
[15] A PV-battery grid-integrated system  The M-EMS includes forecasting for Cost analysis and fluctuating
based on cost minimization and solar irradiance, temperature, and  renewable sources and loads are not
maximization of the utilization of load demand, along with considered.
the sources. optimization for efficient power
generation and load scheduling in a
grid-connected microgrid.
[17] A novel expert system fuzzy The proposed method outperforms Proper mathematical modeling of
logic-grey Wolf Optimization existing approaches like GA, PSO, the sources is not considered in the
(FL-GWO) based intelligent BA, IBA, and GWO in satisfying system design.
meta-heuristic method for battery =~ microgrid demands and minimizing
sizing and energy management in operating costs, as demonstrated
grid-connected microgrids. through simulations across various
scenarios
[18] A PV, wind, and battery-based A hybrid system control unit enables  Did not consider cost optimization
grid-integrated system to power seamless operation on both grid and  but only focused on energy transfer
small loads. off-grid modes, boosting efficiency aspects
by up to 10%.
[19] A novel metaheuristic method for A strategy combining whale The method is computationally
maximizing the economic impact of  optimization algorithm (WOA) and heavy and hasn’t been tested on
grid participation on a microgrid sine-cosine algorithm (SCA). large microgrid systems.
system
[20] A layout optimization of Various optimization techniques are It is computationally critical, as the

non-homogeneous wind farms.

suggested for designing non-uniform
wind farms efficiently.

formulation involves several
variables and numerous constraints.

FIGURE 1 | Microgrid power generation system.

2 | Microgrid Model
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The microgrid system depicted in Figure 1 comprises a solar PV
farm, a wind farm, a WtE plant, a DG, a bank of batteries, and
converters that allow voltage adjustments or conversion between
alternating current (AC) and direct current (DC). On the DC side,

AC side, a wind farm, a WtE plant, and a DG are connected.
Using the optimization model, it is possible to minimize the LCoE
and greenhouse gas emissions. According to the information
presented in Figure 1, the primary sources of RE are revealed to
be WT and PV. To accomplish the goal of generating energy from
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waste, the WtE system is put into operation. The load is connected
directly to the distributed microgrid energy system. During
periods of increased production, surplus energy can be stored in
an energy storage system for later use. Conversely, during periods
of decreased production, a DG can be employed as a backup.
In this section, the mathematical interpretation and underlying
function are explained for the microgrid system components.

2.1 | PV Model

Equation (1) is applied for the purpose of determining the power
generated by a PV farm.

LGu(t)
Pp() =P =G

[1+ k,(0.0256G,(t) + Ty (1) = Ts)] (1)
s

The equation involves several variables, namely P, denotes the
PV farm rating, G,,(¢) is the hourly solar radiation inclined at the
tilted panel of the PV in units of (W /m?), G denotes the standard
incident radiation of 1000 W /m?, k, which takes a value of —3.7 x
1073(1/°C), T ,,mp(t) denotes the hourly ambient temperature, and
T represents the standard temperature of 25 °C [33].

2.2 | WT Model

Equation (2) represents the model for determining the output
power of a wind farm.

0 V(t) < Vcin or V(t) > Vcout
Pwt(t) — P}l"u rat S V(t) S Vcout (2)
pr(YO=Va) y v,
r Vit = Vor cin rat

The following formula depicts the power output of an individual
wind turbine, where P} represents the wind system rating,
whereas V., Viours Viars and V(t) represent four distinct wind
speeds, namely the cut-in speed, cut-out speed, rated wind speed,
and wind speed at the target height, respectively [34]. There is
a noticeable difference between the hub height and the reference
height in terms of the average wind speed, which is a consequence
of both site and location. It can be written as,

Y
V() = V@(%) 3)

In Equation (3), V(¢) is the wind speed at the hub height (Hy, 1),
V.(t) is the wind speed at the reference height (H,), and y is
the friction coefficient. For smooth surfaces at high exposure, the
friction coefficient y is typically 1/7 [35].

2.3 | WtE Model

Gasification technology is implemented to convert waste into
useful energy. In general, it is a conversion method that trans-
forms the chemicals that are left over after the recycling of
waste into more valuable forms of energy, such as electricity.
One study demonstrated that the WtE system, when combined

with abundant solar and natural gas resources, single-objective
optimization could enhance round-trip efficiency to 89.86%, and
reduce the levelized cost of storage (LCOS) to $0.1873/kWh [27].
The WtE model is represented by the schematic diagram in
Figure 2.

This model will make use of waste as a feedstock and combine it
with oxygen, which is extracted from the air using a separation
unit. This process is typically referred to as gasification using
FastOx. As shown in Figure 2, garbage is introduced into the
gasification process using the gasifier’s top-mounted opening,
and pure oxygen and steam flood in the center. The gasification
reaction took place at temperatures of about 2,150°C [37]. As
trash sinks to the gasifier’s hottest section, it goes through a
series of reaction stages. Particles of a distinct type are launched
from each zone. Waste is converted into carbon char, inorganic
materials, and metals in the gasifier’s base layer. Using oxygen
and steam, carbon char can be converted into synthesis gas, which
is primarily made up of carbon monoxide and hydrogen. This
reaction is highly exothermic, meaning it gives off a lot of heat
energy. The waste accumulates at the bottom of the vessel and
is heated by the gasifier as it interacts with the synthesis gas,
reaching higher temperatures. At the top of the gasifier vessel,
the synthetic gas is released and sent to the systems responsible
for heat recovery and gas purification. Molten inorganic minerals
and metals are collected at the gasifier’s bottom. The determina-
tion of the high heating values (HHV) of the municipal solid waste
(MSW) fraction is conducted through the utilization of a bomb
calorimeter. Around 0.5-gram waste sample can be burned in an
oxygen bomb at a pressure of roughly 2000 MPa [38]. Equation (4)
demonstrates the comparatively modest thermal energy yield
derived from the waste fractions utilized for the purpose of power
generation.

9
LHV g = )" W X HV 4)
1

The given equation involves the representation of LHV ., as the
low heating value, HV as the average heating value of MSW, and
W as the percentage by weight. Equation (5) is employed to derive
the energy potential recuperation from MSW, denoted as Py, .

1000

PW[I:‘ = LHVmsw X Wmsw X 3.6

®)
In this equation, Py, represents the energy potential from
MSW, W, denotes the mass of MSW in units of tons, LHV .,
represents the net low heating value of the MSW (MJ/kg), and
converting ratio (1 kWh = 3.6 MJ) [39].

2.4 | DG Model

The DG is essential to the system’s dependability because it
provides an electrical backup. For this reason, it is crucial to
keep diesel production within a secure margin. Diesel production
must be run within a typical operating range to prevent weakly
loaded circumstances for efficient energy use and to achieve an
acceptable safety margin for power fluctuations, such as a rapid
rise in load consumption. While designing a microgrid, the fuel
consumption of a DG can be mathematically represented by the
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FIGURE 2 | Schematic diagram of WtE [36].
symbol q(¢).

q(t) = aPDiesel(t) + bPraled (6)

Equation (6) represents the rated power as P,,.q, the produced
power as Pp;..(t), and the fuel consumption characteristics as a
and b as coefficients. The values of a and b used in this analysis
are 0.2461 and 0.08415, respectively [40].

2.5 | Battery Bank Model

Microgrids rely on batteries to store extra energy during times of
abundant RE production and to provide electricity during hours
of limited or no RE production. The assessment of the state of
charge (SOC) is necessary in order to measure energy accurately.
Equation (7) can be utilized to measure the battery SOC over a
given duration.

s0C() _ /“ Py, -

SOC(t - 1) h T Vbus

The equation includes variables such as V,,,, P,(t), and 74,
which, respectively, represent the bus voltage, input/output
power of the battery, and the battery’s round trip efficiency.
When the value of Py(t) is positive, it indicates that the battery is
undergoing a charging process. Conversely, if P, (¢) is negative, it
signifies that the battery is undergoing a discharging process [41].
A battery’s round-trip efficiency can be described as,

Doat = V Noar(Ch) X 10 (dch) ®)

In Equation (8), the variables 7,,,(ch) and 7,,(dch) represent
the battery’s efficiency when charging and discharging, respec-
tively [42]. The battery bank is rated as having a 95% round-trip
efficiency. The efficiency of charging is assumed to be 80%,
whereas the efficiency of discharging is assumed to be 100%. The
maximum SOC value is equal to the total capacity of the battery
bank C,(Ah), and it is represented as follows:

C,(Ah) )

Cleaning Syngas . Generator

Electricity

In Equation (9), C,(Ah) represents the capacity of a single battery,
N, represents the number of batteries, and leat represents
the number of batteries in series [42]. As the SOC,,, of the
battery bank is fixed, it cannot be discharged below that level.
Parallel battery connections produce the required bus voltage.
The number of batteries linked in series can be determined using
the formula (10).

NS =28 (10)

Here, V,,, represents the voltage of a single battery in the circuit.
The maximum charge or discharge power at any moment is
also a crucial consideration in battery modeling. The following
equation can be used to get the value based on the maximum
charge current:

NbatVbatImax

1000 )

max __
Py =

In Equation (11), I,,, in amperes represents the maximum
charging current of the battery.

2.6 | Converter Model

Power conversion between DC and AC is required when a system
also has DC components. It is necessary to convert DC power into
AC to use which is generated by PV panels and batteries. The size
of the converter is set by the peak load, denoted by P]"(t) [43]. The
power output of the converter, denoted by P;,,,, may be calculated
as follows:

Pinu(t) = PZ[(t)/ninv (12)

In Equation (12), ;,, represents the efficiency of the converter.

2.7 | Greenhouse Gas Emission Estimation

Since there are no carbon emissions produced during the actual
production of RE, the WtE plant and DG produced greenhouse
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TABLE 2 | Emission factors.

Component name GHG emission (kg CO, eq./kWh)

WLE plant 0.581 [44]
DG 1.092 [45]

gas (GHG). The GHG emissions (kg CO, eq.) of power generation
are estimated using Equation (13).

8760 8760

EmiSSionrotal = Cwle Z Pwte + CDiesel Z PDiesel (13)
1 1

Here, Cy,, and Cp,,,,; represent the CO, emission factor of WtE
plant and DG, respectively. The carbon emission data by the WtE
plant and DG is given on Table 2.

3 | Microgrid Energy Management Strategy
(MEMS)

The deployment of MEMS must be a top priority during the
system planning and development stages, as shown in Figure 3.

In this model, RES acted as the primary generator, so most of
the energy was generated from the renewable source. The DG is
used as a backup or dispatchable source, and the battery bank is
charged when the system makes more electricity than it needs. If
the power generated by renewable resources is more than what
the load and battery bank need, the extra energy goes to a dump
load. If the energy generated is less than what the load needs, the
battery bank makes up the difference. When the RE source and
the battery bank cannot meet the load requirements, the DG is
turned on to meet the load requirements and charge the battery
bank. Here, Py, is energy generated from the wind turbine,
Py, (t) is energy generated from the PV panel, P;(t) is the energy
consumed by load demand at time t, ;,, is inverter efficiency,
P, (t) stands for the energy available for battery charging, E.,(¢)
indicates the energy charged to the battery, Py, (¢) defines the
energy that is to be discharged from battery, E;;.,,(t) represents
the energy discharged from battery, E, defines the maximum
battery energy, E,(¢) represents the energy of the battery, Eg,,,,(¢)
stands for the energy dumped (energy that can be used for an
interruptible load like pumping load), Diesel_hr(t) define DG is
running and Diesel_power is the power produced by a DG.

4 | Optimization Problem Formulation

The primary objective of this study is to design a microgrid
system capable of fulfilling the energy demand at an affordable
price and with minimal maintenance. Crucial factors include the
power output and size of the PV panels, wind turbine, battery
bank, and WtE. The primary objective of this research is to find
the minimum net present cost (NPC) for the optimized system
without sacrificing effectiveness. The number of components is
the four primary decision elements chosen for the best configu-
ration. In order to conduct a cost-benefit analysis, the annualized
system cost (ASC) is employed. It is found that the solution with
the lowest ASC also fulfills all other requirements. Total system
cost, including capital cost, replacement cost, and operation and

maintenance cost, is taken into account as the objective function.
The capital costs of the components already include the prices of
installation and labor costs. The following function is taken into
account as the primary goal function that has to be reduced within
the given restrictions.

ASCMinimize = F(vacpu + Nwlcwl + Pwtecwle
a4)
+ Nbalcbat + P[nucmu)

Equation (14) designates the costs of PV, WT, and inverters as C,,,
Cy.;, and C;,,, respectively, in terms of per KW. Additionally, the
cost of batteries is represented as C,,, per unit. The evaluation of
WLE is represented by the variable P,,,, while the cost associated
with WtE is represented by the variable C,,,. The symbol P, is

used to represent the rating of the inverter [46].

The ASC of the installed component is comprised of a few
different parts, including the installation cost C;, the annual
maintenance cost C,,,, the replacement cost C,,, the operating
cost Cy, and the salvage cost C. In addition to this, the total ASC
of each component may be represented as follows:

Cpo = (Coi + Cam +Cor = Copy (15)
Copt =(Copi +Copy +Cop — Co) s (16)
Cute = (Cgi + Copy + Cop + C = Ce 17)
Cpar = (Cyi + Cop + Cop = Clpay (18)
Cinp = (Cai + Cam + Car = Coino (19)

It is possible to determine the yearly cost of any component with
the assistance of a factor that is termed the capital recovery factor
(CRF). The discount rate (i) used to compute the CRF is set at
6% aligning with typical energy project evaluation standards. The
CRF is a tool for computing the worth of money at a particular
point in time and can be given as:

i1+ N

CRF(l,N) = m

(20)

In Equation (20), the lifetime is represented in years as N, and
the yearly interest rate is denoted by i [47]. By adhering to a set
of boundaries, the objective of a function is reduced as much as
possible, which may be summed up as:

1<P, <P, @D

1< N, <Ny, (22)

1< Py <Py, (23)

1 < Npot < Ny, (24)
SOC,in < SOC < SOC, 4 (25)

The PV panel’s maximum rating capacity is denoted by the value

P,,,,, the maximum units of batteries are denoted by Ny, , the
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FIGURE 3 | Microgrid energy management strategy flowchart.

maximum units of WT is denoted by N, , and the maximum
rating capacity of WtE is represented by P, .

The LCoE and highest dependability are taken into consideration
while choosing the best configuration. It can be presented in
Equation (26) [48].

ASC ($/year)

LCoE =
© Total usable energy delivered (kWh/year)

(26)

Table 3 shows the per unit capacity, capital, replacement, oper-
ational & maintenance cost, and lifetime of all components
individually that are used in the microgrid.

5 | Optimization Algorithms for Cost
Minimization

Several studies have delved into the application of optimization
algorithms in the design and energy management of microgrids.
The utilization of HOMER software has proven instrumental in
the design of microgrids, effectively mitigating costs and minimiz-

ing energy losses [51]. The PSO algorithm has found extensive
application across diverse domains, including power grid plan-
ning, maintenance, and control [52]. Additionally, noteworthy
advancements have been made in the GWO algorithm in recent
years, facilitating its successful integration and application across
various fields [53]. In this study, the optimization problem is for-
mulated with a single objective: minimizing the net present cost
(NPC) and associated LCoE of the microgrid system. Although
the resulting GHG emissions are quantified and discussed, they
are not explicitly minimized within the optimization model. The
observed emissions are a byproduct of the optimized system
configuration aimed solely at achieving cost-effectiveness. In this
section, both the PSO and GWO methods are discussed. In addi-
tion to this, the HOMER optimization is carried out to validate
and benchmark the outcomes of the algorithm and technique.

5.1 | HOMER Optimization

HOMER, an industry-standard program, employs a proprietary
derivative-free algorithm in its Optimizer for estimating and
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TABLE 3 | Price table of microgrid components [49, 50].

Components Per unit Capital Replacement Operation & Lifetime
name capacity cost cost maintenance cost in years
PV 1kW 1500 ($) — 0 ($/yr) 20
WT kW 1300 ($) 1200 ($) 200 ($/y1) 20
WtE 1kW 4000 ($) — 150 ($/yr) 20
DG 1kW 1200 ($) 1000 ($) 0.050 ($/yr) 10
Battery 7kWh

(6V, 1156 Ah) 1250 (3) 1100 ($) 20 ($/yr) 10

Converter 1kW 800 ($) 750 ($) 20 ($/yr) 20
Discount rate (i) 6%

optimizing microgrid systems, searching for the least-costly
configuration [54]. Before installing a microgrid power system,
the program is used to design it and determine its most efficient
configuration in terms of stability, cost, size, and number of
components. By only providing the information on location, load
consumption, and component costs, as well as specifying the
limits and dispatch strategy, it provides the economic structure of
the examined system [55]. HOMER offers users a choice between
two dispatch strategies: cycle charging and load following. In
cycle charging, the generator runs at maximum capacity, using
excess power to charge batteries. In load following, the generator
starts and produces the exact amount of needed electricity.

52 | PSO

The algorithm depicted in Figure 4 is employed. MATLAB’s
Gaussian function is used to produce the random swarms of
particle population. According to the initial restrictions of the
PSO optimization, the value of these particles must be an
integer. After that, the objective function is used to judge each
population cluster individually. The procedure is designed to
apply a significant penalty on the value that is determined to
be optimum if any of the requirements are not satisfied. This
allows the PSO to minimize the value of the goal function without
risking a microgrid configuration that can’t meet the load demand
of the energy penetration scenario under consideration. The
pseudocode and steps of the PSO are presented in “Appendix A”.
By carrying out these steps, it will be able to generate the
best particle from the initial swarm of the population. Both the
individual’s top score and the overall highest score are recorded
in separate variables. Following the completion of the program,
the next iteration occurred. At this point, the software will verify
the boundary to ensure that it does not exceed either the lowest
or the maximum limit of the particle count. It will also update
the weight and velocity of the particle. PSO is advantageous due
to its fast early convergence, robustness in solving nonlinear and
mixed-integer problems, and simple implementation with few
control parameters [56]. Detailed information on PSO can be
found in Ref. [57-59]

53 | GWO

The GWO’s algorithmic flowchart is shown in Figure 5. The NPC
of the MG is minimized using the GWO technique. Reduced

operational costs for the system are the primary objective of
the optimization. GWO can robustly maintain exploration and
exploitation of optimal value faster than any other optimization
technique. The pseudocode and steps of the GWO are presented
in Appendix B. First, by using the MATLAB Gaussian function,
a random sets of wolf populations are generated. The integer
values of each wolf represent the capacity of the system. The
best-fitted wolf will eventually be chosen for the outcome of
the optimization. At first, every single wolf is evaluated using
the objective function and classified into «, 5, and y. The best
fitted among all wolves in the current generation is the o wolf.
The second best fitted is the 8, and the third best fitted is the
class as y. After that, each set of generations is tested for the
microgrid system. If the sets of wolves can satisfy the optimization
constraints, then it moves forward to the next iteration; otherwise,
a big penalty is added to their fitness value so that they are already
get rejected in the minimization process. Only the best-fitted wolf
goes next iteration, and their position and the coefficient vector
updated within them. Again the fitness is evaluated for the entire
wolf and classified into «, 8, and y wolves. This fitness checking
and position updating will go on until the iteration hits its
maximum number or the termination criteria are met. By doing
so, the optimal variable and the objective values are achieved.
GWO offers a good balance between exploration and exploitation,
faster convergence than PSO in complex nonlinear problems,
and effectiveness in optimizing both discrete and continuous
variables [56]. Detailed information on GWO can be found in
references [60-62]

5.4 | Optimization Parameters

The program would have completed the specified number of
iterations, or it would have satisfied the requirements for termi-
nating the program. The essential parameters for PSO and GWO
optimization are listed in Table 4, which can be found here.

6 | Analysis Condition

Regarding the case study, the economic feasibility of the sug-
gested model was investigated by taking into account location-
specific meteorological data, municipal solid waste, and electrical
load demand.

8 of 21

The Journal of Engineering, 2025

85UB017 SUOLULIOD AR 3|1 [dde 3y Aq pauseAob a1 SR YO (38N JO S3IN1 0§ ARRIQIT BUIUO A8]1M UO (SUORIPUOD-PUR-SWLBYWID™ A8 1M AJeld)1Bu U0/ SdNY) SUORIPUOD PUe SLB L 8U) 88S *[5202/2T/20] uo ARiqriauliuo ABIIM * TdN 1eulH usspe|Bueg - Wweni| aud| ety Aq 8rT0L 22 /6r0T OT/I0p/w0d Ao 1M Aeld U U YO Ressa 1B //SdNy Wo.y papeojumod ‘T ‘G202 ‘SOEETS0C



“ D
First Swarm of
Particle Generation
\ l J
d 2
Particle Fitness
Evaluation
N\ l Y,
s 2
Implement
EMS
\ J

Update Optimization Big Penalty
Position (;Ttlisstt;:(lil‘l’t on Fitness
g N
Personal Best
Fitness Record
Upda.te of particle
Velocity l
Global Best
Fitness Record
of particle

Termination
Criteria Met

FIGURE 4 | PSO flowchart.

TABLE 4 | Optimization parameters for PSO and GWO.

Parameter Value
Search agent 1024
Max iteration 500
Number of variables 4
Total run 3

6.1 | Site Selection

The Chattogram’s Halishahar area is being considered for this
microgrid power generation project because of its geographical

!

location. Figure 6 depicts this area as having a size of 11.63 sq. km
and is situated between the longitude of 91°45’ - 91°48’ south and
latitude of 22°19 - 22°20’ north [63].

The selected site has a wide variety of waste products as shown in
Figure 7, where the top source of the waste is the household with
the metric of 139 tons waste per day, proceeded by commercial
waste having metric of 50 tons waste per day and last, street
and construction waste ranked lowest with the metric of 39
tons waste per day [64], the waste stream comprises approxi-
mately 65% biodegradable materials and 35% non-biodegradable
components. For modeling energy conversion, only the com-
bustible fraction is used to estimate potential energy yield. This
ensures the WtE system’s output is realistically quantified and
corresponds to the composition-specific calorific value.
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FIGURE 5 | GWO flowchart.

6.2 | Load Demand

A basic load consumption mode is designed that takes into
account all of the hours in a year. The requirements of wards
11, 25, and 26 in the Halishahar region are prioritized in the
process of calculating the demand for power in that area. Power
Grid Company of Bangladesh (PGCB) is the source of this
information on the demand for load in terms of electricity [65].
The information regarding the electrical load demand is gathered
from the Halishahar 132/33 kV grid substation in North Patenga,
which is managed by PGCB Ltd. The demand data from the year
2021 were selected owing to their full availability and validation
by ensuring accuracy and reliability for the analysis. According to
the results of the load calculation, it is determined that the annual
energy demand of this region is approximately 107,150 MWh.

Both the hourly and annual demand for the load that is necessary
for this region are shown in Figure 8. The hourly load demands
fluctuate with time, as seen in Figure 8a. The difference is a
result of people’s different ways of living. By the seasonal shifts,
electrical consumption varies, and the overall consequence of
these changes is shown in Figure 8b.

6.3 | Renewable Resource

The location-specific resource data are collected from the NASA
POWER [66] for the case study as shown in Figure 9. Figures 9,
9b, and Fig 9c represent annual hourly data of solar radia-
tion, wind speed, and ambient temperature for the selected
area, respectively.
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FIGURE 6 | Location of the research area [63].
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FIGURE 7 | Waste streams for selected site.

7 | Results and Discussions

Overall minimum number of sizing is required for the system
to run economically feasible, microgrid’s annual energy output,
economic cost, and carbon emission are discussed in this section.

7.1 | Optimization Results

Both optimization methods had their maximum number of
iterations set to 100 and their maximum number of search
agents set to 500, with all other parameters and bounds of the
optimized variables left unchanged. Optimal output is achieved
by using the optimal combination of WtE, PV modules, WT,
battery banks, and DG, hence the size of the microgrid system
is responsible for LCoE, which is determined by these factors.
The comparison between performance, mainly convergence rate
of both optimization approaches, is depicted in Figure 10. In
contrast to PSO, which requires numerous areas of convergence
under the same constraint to reach a fitness value comparable
to that of GWO, the convergence rate in GWO was substantially
faster. After proceeding with less than 8 iterations, GWO was able
to achieve the optimal sizing that has minimum LCoE for our
system which is 0.221 $/kWh, while PSO took almost 80 iterations
more to achieve 0.223 $/kWh. While searching on a specific

space with a random integer value for size, the optimal fitness
is evaluated from around 100 x 500 set. GWO outperformed
PSO in managing the mix of linear and nonlinear components
as well as the economic assessment model to provide the best
possible result.

7.2 | Statistical Analysis

All parameter-based modifications are simulated to meet load
requirements. In Figure 11, monthly sums of PSO and GWO
output are shown. Both optimization techniques plot the power
system’s monthly electricity production and load demand. The
total amount of energy produced by PV, wind, and WtE is
determined using the method outlined in Section 2.

The assessment of annual energy usage output using two different
optimization algorithms shows that there is some discrepancy in
overall monthly power generation, even though the load demand
stayed the same. This was mainly because the objective function
was focused on choosing optimal annual cost, not counting other
factor, because of that one assessment taken into consideration of
diesel generator, which reliable and low cost generator which is
reflected on minor discrepency in monthly generated output for
respective assessment.

Overall, the results are quite similar, indicating that both algo-
rithms effectively enhance the depiction of the yearly solar energy
output generated by PV panels, as shown in Figure 12. Using
the provided information, PSO performed an optimization and
determined that this system is capable of producing 65,830 MWh
of solar energy annually. According to the calculations done by
GWO, this system has the potential to generate 71,888 MWh of
solar energy every single year. The annual production of wind
energy is depicted in Figure 13.

The figure illustrates the production of wind energy, which
is represented by the color blue. Based on the available data,
PSO has determined that the system in question has an annual
wind energy output of 23,728 MWh. As per the projections
furnished by GWO, this particular setup exhibits the capability to
generate a total of 4724 MWh of wind power yearly. The graphical
representation of the GWO output indicates that the production
of wind energy is approximately twice that of the PSO output.
During the midpoint of the year, the algorithms exhibit their
maximum output generation.

Based on the available data, PSO has determined that the annual
output of the system’s WtE amounts to 51,766 MWh as shown in
Figure 14. Based on GWO’s projections, this particular system is
anticipated to produce an annual output of 63,807 MWh of WtE.
Both plots are depicted using the hue green. The production of
WLE exhibits a slight increase in the geographic region of GWO
when compared to that of PSO. The PSO diagram illustrates that
the amount of WtE generation in winter is comparatively lower
than that of GWO.

Solar energy has emerged as the undisputed victor in the race
to become the optimal solution for satisfying the majority of
electrical needs. Based on this chart, it looks like information
about WtE energy production is closely related to information
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about how much energy is used. The prediction that the output
of WT will be at its lowest is made by both versions of the
algorithm, and there is no substantial difference between them.
Figure 15 displays a contrast between PSO and GWO algorithm
results for meeting load demands while using RE sources. It is
now abundantly clear that solar energy is the primary source
of electricity for most of needs. At night, however, solar power
generation is impossible as the sun is not available at that time.

The accumulated solar energy stored within the battery bank
during daylight hours serves as a backup resource for nocturnal
energy consumption. The WtE energy output appears to be
closely associated with energy consumption rates. Both algorithm
models predict the wind turbine’s lowest output.

In contrast to the figure presented by PSO, it can be observed
that GWO’s amount of summer WtE generation is comparatively
lower than that of PSO. In Figure 16, the results are compared
for both algorithms when trying to meet the monthly load
requirement with RE sources.

The annual CO, emission from the WtE and DG system is plotted
in Figure 17. The hourly emitted CO, by the PSO and GWO
optimized system is shown in Figures 17a and 17b, respectively.
According to both optimization results, PSO, the optimized sys-
tem, is producing around 27177-tonne equivalent CO, compared
to the GWO-optimized system, which is around 33702-tonne
equivalent CO,. PSO performed better in minimizing the carbon
footprint alongside the LCoE.

Annual energy generation from each microgrid component
is shown in Figure 18 from the various optimization
strategies.

The statistical results of PSO and GWO are summarized
and compared in Table 5. The addition of WtE technology
within the microgrid system offered a significant improve-
ment in cost-effectiveness. The LCoE for the system configu-
ration without WtE was determined to be 0.694 $/kWh using
HOMER.
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TABLE 5 | Microgrid optimized by algorithms.
Component Net energy provided
name Capacity (kW) (MWh) Annual cost ($)
— PSO GWO PSO GWO PSO GWO
PV 39969 43648 65830 71888 92.41M 100.9M
WT 11679 2325 23728 4724 62.43M 12.43M
WLE 25000 25000 51766 63807 164.3M 188.5M
Battery 27903 31203 2871.9 4829.1 68.95M 77.11M
DG 0 1000 0 4.795 0 4.91M

It is noteworthy that the GWO includes a small diesel generator
(DG) of 1000 kW capacity, which contributes only 4.795 MWh
annually, while the PSO-based solution completely omits diesel
usage. This slight inclusion in the GWO result is due to the
algorithm’s adaptive search behavior that attempts to ensure
backup reliability in extreme scenarios of renewable shortfall,
thereby slightly enhancing system feasibility at a minimal cost.
The PSO configuration, while slightly higher in LCoE, avoids
DG usage altogether, thus achieving a better emission profile.
These differences underscore the variability of solution path-
ways among optimization algorithms while achieving similar
overall performance.

In contrast, the LCoE for the system configuration with WtE was
found to be 0.468 $/kWh. The integration of WtE technology
resulted in a 22.6% reduction in LCoE for the system, indicating

a favorable influence of WtE on the system’s overall efficiency.
The integration of WtE technology serves to broaden the range
of energy sources while also promoting environmental sustain-
ability through the utilization of waste resources. The present
study highlights the significance of incorporating WtE in the
optimization of microgrids to attain energy solutions that are
both cost-effective and sustainable in remote and rural regions.
For instance, a hybrid PV-biogas system reported LCOE of 0.187
$/kWh in liquids cryogenic energy storage system with a multi-
objective optimization approach, whereas this study achieved a
lower LCOE of 0.121 $/kWh using GWO, reflecting improved
optimization performance [27]. Similarly, the total system cost
for a comparable WtE setup was 12.5% higher than in this case,
largely due to less efficient resource allocation [67]. In terms
of CO, emissions, this proposed system showed a reduction
of 8%-10% compared to the configurations analyzed in refer-
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ence [68], further confirming the environmental merit of this
approach.

TABLE 6 | Overall comparison of algorithms.

Parameters Optimization technique
The varying LCoE values for each algorithm are a result of the — PSO GWO HOMER
distinct features of the system that make up each approach,
presented in Table 6. The LCoE is the per kilowatt-hour of Total generation (MWh/yr) 141,324 1,40,423.8 1,95,318.5
energy generation cost by the optimized proposed microgrid. Dump energy (MWh) 30984 30512 88,168
The reduced LCoE syggest.s that t.he microgrid system is more CO, emission (t/yr) 27177 33502 35693
deployable. GWO optimization achieves the lowest LCoE at 0.221
$/kWh. It suggests that the GWO-optimized system may satisfy Annual cost ($) 388.1IM  383.9M 7I9M
the load requirement for the least expensive price. In addition, the LCoE ($/kWh) 0.223 0.221 0.468
statistical analysis showed that the utilized optimization methods
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TABLE 7 | Comparative studies.

Ref. Study region Microgrid structure Year LCOE ($/kWh)
[69] Pakistan PV, WT and hydrogen storage 2024 $0.413
[70] India PV, WT, DG and BT 2024 $0.403
[71] Sri Lanka PV and battery energy 2024 $0.366
[72] Saudi Arabia PV, battery, thermal, and hydrogen storage 2024 $0.252
[73] West Africa PV, battery and biomass 2025 $0.202

had an acceptable level of performance stability, with the GWO
algorithm being preferable.

7.3 | CO, Emission Reduction Estimation

It is determined that the annual CO, emission is less than the
standard practice. In comparison to more traditional methods of
power generation, both of these optimization techniques result
in a significant reduction of CO, emissions. There is just one
component in the microgrid that is optimized using PSO that
produces carbon dioxide, and that is the WtE. However, the
GWO-optimized microgrid consists of two components, namely
WtE and DG, both of which are responsible for the emission
of CO,. Therefore, the microgrid that is optimized using PSO
releases less CO, into the atmosphere than the microgrid using
GWO.

7.4 | Comparative Study

A comparative analysis of similar studies among some regional
country is provided in Table 7, as the different approach integra-
tion model are reported with their LCoE.

Although some studies in Table 7 report lower absolute LCoE
values, such direct comparisons must be interpreted with caution.
Differences in renewable resource quality, technology com-
position, capital/operational cost assumptions, and reliability
requirements strongly influence reported outcomes. In this study;,
the effectiveness of the proposed method is defined relative to
controlled baselines under the same constraints. Specifically,
integrating WtE reduces HOMER’s LCoE from 0.694 to 0.468
$/kWh (—22.6%), and further optimization with GWO lowers
LCoE to 0.221 $/kWh (—52.8% vs. HOMER with WtE), while
meeting the full annual demand of 107,150 MWh. By contrast,
lower values reported elsewhere often omit WtE costs or assume
different regional resource profiles, limiting direct comparability.

8 | Conclusions

This study proposed an optimized hybrid microgrid that incorpo-
rates renewable energy and WtE systems to reduce the LCoE and
emissions. By applying PSO and GWO algorithms, we identified
the most cost-effective configurations for the Halishahar region
in Bangladesh. Results show that integrating WtE significantly
improves economic and environmental performance, achieving a
22.6% LCoE reduction compared to configurations without WtE.
The GWO-based design yielded the lowest LCoE ($0.221/kWh),

while PSO resulted in lower CO, emissions. These findings
underscore the potential of WtE-integrated microgrids in advanc-
ing sustainable, decentralized energy systems in developing
regions. This work provides a replicable framework for future
optimization-based microgrid planning, especially in contexts
with high municipal waste availability and limited grid access.

Future studies should focus on applying this method to assess
system performance and response in scenarios involving grid
integration, super-capacitors, and fuel cells, considering diverse
geographic location data, renewable intermittency, and load
demand inconsistency. This is crucial due to increasing energy
demand from global development and the diminishing availabil-
ity of energy resources, along with the imposition of additional
limits that restrict the range of possible microgrid combinations
that are accountable for reducing the LCoE. Despite this, both
optimizations provide similar LCoE with varied size combina-
tions of differing RES. This discrepancy can be mitigated by
incorporating additional constraints into the objective function
for future studies.
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Appendix A

In PSO technique, particles or each solutions represent system configu-
rations (number of component needed for the system to run optimally),
updating their velocities and positions based on personal and global best.

ALGORITHM 1 | Iterative Steps for PSO.

Load Microgrid parameter (Meteorological data & Load
demand data)

Initialize a population of N particles with random positions
and velocities

Evaluate fitness of each particle using the objective function

Set each particle’s personal best (pbest) and identify global best

(gbest)
for t = 1 to MaxIterations do

for each particle i do

Update velocity:
vt = wo! + ¢;ry(pbest; — x!) + ¢,r,(gbest — x!)

Update position:

t+1
i

M =xl+v
Evaluate fitness for cost function of updated position
Update pbest; if new fitness is better

end for

Update gbest among all particles

Penalty function:

if Annual Energy Output < Annual Load Demand then

Fitness(t) = gbest X Penalty
else
Fitness(t) = gbest

end if
end for

return best solution gbest

Appendix B

In GWO technique, three best candidate solutions (a, 8, ) are used to
guide the remaining population towards the global optimum.

ALGORITHM 2 | Iterative Steps for GWO.

Load Microgrid parameter (Meteorological data & Load
demand data)

Initialize a population of N wolves with random positions
Evaluate fitness of each wolf using the objective function
Identify a (best), 8 (second best), and y (third best)
for ¢t = 1 to MaxIterations do
for each wolfi do
Update coefficient vectors A and C

Compute distances from leaders:

Dy =|C1-Xo —Xil, Dg=I1Cr-Xg—Xil, Dy=1C3-X, -Xil

Update positions based on leaders:

X,=X,-A, D,y X,=X;—-A,-Ds, X;=X,—A;-D,
X, +X,+ X,

t+1 _
X = 3

end for
Penalty function:
if Annual Energy Output < Annual Load Demand then

Fitness(t) = a X Penalty

else

Fitness(t) = a

end if
end for
Recalculate fitness for cost function and update «, 38, y

return best solution a
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